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Abstract: Reliable effort estimation remains an ongoing challenge to software engineers. Accurate effort estimation is the state of art of software engineering, effort estimation of software is the preliminary phase. The relationship between the client and the business enterprise begins with the estimation of the software. Accurate effort estimation gives a good cost estimate. The authors have proposed an efficient effort and cost estimation system based on quality assurance coverage. The paper also focuses on a problem with the current method for measuring function points that constrains the effective use of function points and suggests a modification to the approach that should enhance the accuracy. The idea of grouping is introduced to the adjustment factors to simplify the process of adjustment and to ensure more consistency in the adjustments. The proposed method uses fuzzy logic for quantifying the quality of requirements and this quality factor is added as one of the adjustment factor. Effort/cost estimation is calculated using the author’s proposed model taking hospital desktop application and HR application as case studies. Performance measurement is a fundamental building block of TQM and a total quality organisation. It is an measurement indicator for software development projects to define, understand, collect and analyze data, then see the priority through valid comparisons and make appropriate improvement action. One of the indicators is Effort Estimation which helps in managing overall budgeting and planning. A comparative study of the performance measurement of the software project is done between the existing model and the proposed model. Cost estimation of software projects is an important management activity. Despite research efforts the accuracy of estimates does not seem to improve. The calculated function point from the author’s method is taken as input and it is given to the static single variable model (Intermediate COCOMO and COCOMO II) for cost estimation whose cost factors are tailored in intermediate COCOMO and both, cost and scale factors are tailored in COCOMO II to suite to the individual development environment, which is very important for the accuracy of the cost estimates. Thus author’s model is for the improvement of software effort/cost estimation research through a series of quality attributes along with constructive cost model (COCOMO). For quality assurance ISO 9126 quality factors are used and for the weighing factors the function point metric is used as an estimation approach. Estimated Effort and Cost using author’s proposed function point are compared with the existing models.

I. Introduction

Software effort estimation is one of the most critical and complex, but an inevitable activity in the software development processes. Over the last three decades, a growing trend has been observed in using variety of software effort estimation models in diversified software development processes. There are many estimation models have been proposed and can be categorized based on their basic formulation schemes.

An accurate effort prediction can benefit project planning, management and better guarantee the service quality of software development. The importance of software effort modeling is obvious and people have spent considerable effort in collecting project development data in large quantities. To estimate software development effort the use of the neural networks has been viewed with skepticism by the best part of the cost estimation community. Despite the complexity of the software estimation, sometimes it is only performed by an estimation expert himself. In the last few decades, some techniques have been developed to estimate the effort of complete software projects such as FPs; Software effort estimation models divided into two main categories: algorithmic and non-algorithmic. The primary factor affecting software cost estimation is the size of the project; however, estimating software size is a difficult problem that requires specific knowledge of the system functions in terms of scope, complexity, and interactions. A number of software size metrics are identified in the literature; the most frequently cited measures are lines of code and Function point analysis.

This paper presents a model that presents the fundamentals of LOC, Different methods available to estimate effort using LOC is presented with its setbacks, then the authors quotes with the existing literature the drawbacks and tells how Function points overcomes the drawbacks of LOC. Function Point is presented as primarily a measurement technique for quantifying the size of a software product. Function points as an indirect measure of software size based on external and internal application characteristics. Once determined, function points can be input into empirical statistical parametric software cost estimation equations and models in order to estimate software costs. Person month metric are used to express the effort a personnel devotes to a specific
project. Software size estimates are converted to software effort estimations to arrive at effort, and then the total cost of the whole software project is calculated. Estimating size and effort are the most important topics in the area of software project management. Next while discussing a proposed model for effort estimation, a number of enhancements to adjustment factors is introduced. One of the enhancements proposed in this model is grouping the available 14 GSCs into three groups. They are “System complexity”, “I/O complexity” and “Application complexity”. Another important enhancement in this proposed Effort Estimation model is the consideration of the quality of requirements as an adjustment factor and this “Quality complexity” is added as the fourth group to the adjustment factor. There are several approaches for estimating such efforts, this work proposes a fuzzy logic based approach using Mat lab for quality selection. The obtained function point is given as input to the top layer, the top layer consists of Intermediate COCOMO and COCOMO II model, former computes effort as a function of program size and analysis has been done to define rating for the cost drivers and by adding the new rating the developmental effort is obtained while for the latter, it gets function point as input and computes effort as a function of program size, set of cost drivers, scale factors, Baseline Effort Constants and Baseline Schedule Constants. Cost estimation must be done more diligently throughout the project life cycle so that there are fewer surprises and delays in the release of a product. Performance of the software projects are also measured. By adding the new rating the developmental effort obtained is very much nearer to the planned effort and also a comparative study is done between the existing and our proposed method [41].

II. Related work

Estimation by expert [1][2], analogy based estimation schemes [3], algorithmic methods including empirical methods [4], rule induction methods [5], artificial neural network based approaches [6][7][8], Bayesian network approaches [9], decision tree based methods [10] and fuzzy logic based estimation schemes [11][12]. Among these diversified models, empirical estimation models are found to be possibly accurate compared to other estimation schemes and COCOMO, SLIM, SEER-SEM and FP analysis schemes are popular in practice in the empirical category [13][14]. In case of empirical estimation models, the estimation parameters are commonly derived from empirical data that are usually collected from various sources of historical or passed projects. Accurate effort and cost estimation of software applications continues to be a critical issue for software project managers [15]. Although expert judgment remains widely used, there is also increasing interest in applying statistics and machine learning techniques to predict software project effort [16][17]. Although, neural networks have shown their strengths in solving complex problems, their limitation of being “black boxes” has forbidden them to be accepted as a common practice for cost estimation [18]. Hardware costs, travel and training costs and effort costs are the three principal components of cost of which the effort cost is dominant [19][20]. Although many research papers appear since 1960 providing numerous models to help in computing the effort/cost for software projects, being able to provide accurate effort/cost estimation is still a challenge for many reasons. They include: (i) the uncertainty in collected measurement, (ii) the estimation methods used which might have many drawbacks and (iii) the cost drivers to be considered along with the development environment which might not be clearly specified [21]. The most popular algorithmic estimation models include Boehm’s constructive cost model (COCOMO) [22]. Thus, accurate estimation methods, for example, the FP method, have gained increasing importance [23]. The size is determined by identifying the components of the system as seen [23] by the end-user: the inputs, outputs, inquiries, interfaces [24] to other systems and logical internal files [25]. The components are classified as simple, average or complex. All these values are then scored and the total is expressed in unadjusted FPs (UFPs). Complexity factors described by 14 general systems characteristics, such as reusability [26, 27], performance and complexity of processing can be used to weigh the UFP. Factors are also weighed on a scale of 0 – not present 1 – minor influence, to 5 – strong influence [28][29]. The result of these computations is a number that correlates to system size. Although the FP metric does not correspond to any actual physical attribute of a software system [30, 31] (such as lines of code or the number of subroutines) it is useful as a relative measure for comparing projects, measuring productivity, and estimating the amount a development effort and time needed for a project [32, 33]. The total number of FPs depends on the counts of distinct (in terms of format or processing logic) types in the following five classes [34]. It is well documented that the software industry suffers from frequent cost overruns [35]. A contributing factor is, we believe, the imprecise estimation terminology in use. A lack of clarity and precision [36] in the use of estimation terms reduces the interpretability of estimation [37] accuracy results, makes the communication of estimates difficult and lowers the learning possibilities [38]. Number of enhancements to adjustment factors is introduced. One of the enhancements proposed in this model is grouping the available 14 GSCs into three groups. They are “System complexity”, “I/O complexity” and “Application complexity”. Another important enhancement in this proposed Effort Estimation model is the consideration of the quality of requirements as an adjustment factor and this “Quality complexity” is added as the fourth group to the adjustment factor. There are several approaches for estimating such efforts, this work proposes a fuzzy logic based approach using Mat lab for quality selection. The obtained function point is given as input to the top layer, the top layer consists of Intermediate COCOMO and
COCOMO II model. Performance of the software projects are also measured in the top layer. By adding the new rating the developmental effort obtained is very much nearer to the planned effort and also a comparative study is done between the existing and our proposed method.[39][40][41][42]. The inputs are the Size of software development, a constant, A, and a scale factor, B. The size is in units of thousands of source lines of code (KSLOC) [43].

III. System Overview
To investigate how the cost and effort estimation task is concentrated on the development of software systems and not much on the quality coverage, our paper focus on the Quality assurance for effort estimation work. The questions we raise are as follows:

1. Why grouping of General System characteristic for software estimation as a collaborative activity is needed?
2. What types of Quality assurance are needed to accomplish the estimation task?
3. What type of techniques can be considered for building our quality models?
4. Which type will overcome all the potential problems?
5. Does trimming of scale factors and cost drivers improve the estimation and how our model benefits by trimming?
6. What are the problems that the traditional size metric face, and how it is overcome with Function point.
7. Drawback of Existing Function point models and how it is overcome with the enhanced Function point and the author’s inclusion of quality models.
8. What does Performance measurement focuses on, and what does success really mean?

The grouping of the 14 GSC into groups is needed to simplify the counting process and reduces the probability of errors while counting; this enhanced system focuses on minimizing the effort by enhancing the adjustments made to the functional sizing techniques.

In the existing systems, the effort and cost estimation are more concentrated on the development of software systems and not much on the quality coverage. Hence, the proposed model ensures the quality assurance for the effort estimation.

This paper presents fuzzy classification techniques as a basis for constructing quality models that can identify outlying software components that might cause potential quality problems and this “Quality complexity” is added as the fourth group in the enhancement process. From the four groups, proposed value adjustment factor is calculated. The total adjustment function point is the product of unadjusted function point and the proposed value adjustment factor.

COCOMO II model computes effort as a function of program size (function point got from our model is converted to Lines of code), set of trimmed cost drivers, trimmed scale factors, Baseline Effort Constants and Baseline Schedule Constants. Empirical validation for software development effort multipliers of COCOMO II model is analyzed and the ratings for the cost drivers are defined. By adding new ratings to the cost drivers and scale factors and seeing that the characteristic behaviour is not altered, the developmental person month of our proposed model is obtained, and Intermediate COCOMO model computes effort as a function of program size (got from author’s proposed model) and a set of trimmed cost drivers, also the effort multipliers of Intermediate COCOMO model is analyzed and the ratings for the cost drivers are defined. By adding new ratings to the cost drivers and seeing that the characteristic behaviour is not altered, the developmental person month of our proposed model is obtained. It is observed that the effort estimated with COCOMO II and Intermediate COCOMO are very much nearer to their respective planned efforts; with our proposed cost model minimal effort variance can be achieved by predicting the cost drivers for computing the EAF. Thus our proposed model computes Effort. Cost and measures the performance of the software projects, also a comparative study is done between the existing model and our model taking samples data’s of HR application and Hospital application.

The software size is the most important factor that affects the software cost. There are mainly two types of software size metrics: source lines of code (SLOC) and FPs. SLOC is a natural artefact that measures software physical size but it is usually not available until the coding phase and difficult to have the same definition across different programming languages. FPs is an ideal software size metric to estimate cost since it can be obtained in the early development phase: function points are independent of the language, tools, or methodologies used for implementation; i.e., they do not take into consideration programming languages, database management systems, processing hardware, or any other data processing technology. Second, function points can be estimated from requirements specifications or design specifications, thus making it possible to estimate development effort in the early phases of development.

The grouping of the 14 GSC into groups simplifies the counting process and reduces the probability of errors while counting; this enhanced system focuses on minimizing the effort by enhancing the adjustments.
made to the functional sizing techniques. In the existing systems, the effort and cost estimation are more concentrated on the development of software systems and not much on the quality coverage. Hence the quality assurance for the effort estimation is proposed in this paper. This paper discusses fuzzy classification techniques as a basis for constructing quality models that can identify the quality problems.

Performance measurement is a process of assessing the results of a company, organization, project, or individual to (a) determine how effective the operations are, and (b) make changes to address performance gaps, shortfalls, and other problems.

IV. Modeling Procedure

The proposed modeling procedure clearly describes the steps to build the effort/cost models. The tasks and their importance are also explained in detail in their respective sections.

Method to calculate Lines of code, Function point and person month are discussed with the existing method

Fuzzy based proposed model for effort estimation is proposed

Intermediate COCOMO and COCOMO II model are discussed to calculate effort and cost with the proposed function point and trimmed drivers and also the performance of s/w projects are measured.

Albrecht’s FP and Author’s proposed FP are taken and each is converted to its LOC using the language factor, the LOC is applied to different cost and effort estimation methods available and a comparison is done.

Albrecht’s FP and Author’s proposed FP are taken and each FP is applied to the different Effort and Cost estimation model available and a comparison is done.

Fig 1 Block diagram of the Proposed Model

V. Lines of Code

The traditional size metric for estimating software development effort and for measuring productivity has been lines of code (LOC). A large number of cost estimation models have been proposed, most of which are a function of lines of code or thousands of lines of code (KLOC). Generally, the effort estimation model consists of two parts. One part provides a base estimate as a function of software size and is of the following form:

\[ E = A + B \times (KLOC)^C \]

where \( E \) is the estimated effort in man-months; \( A \), \( B \), and \( C \) are constants; and \( KLOC \) is the estimated number of thousands of line of code in the final system. The second part modifies the base estimate to account for the influence of environmental factors [33]. As an example, Boehm’s COCOMO model uses lines of code raised to a power between 1.05 and 1.20 to determine the base estimate. The specific exponent depends on whether the project is simple, average, or complex. The model then uses 15 cost influence factors as independent multipliers to adjust the base estimate. Conte, Dunsmore, and Shen identified some typical models including the following:
5.1) **Walston-Felix** is a model developed by C.E. Walston and C.P. Felix in 1977, is a method of programming measurement and estimation. Walston & Felix, is one of the static single variable models

\[ E = 5.2 \times (\text{KLOC})^{0.91} \]  
(Walston-Felix model)

5.2) **Nanus & Farr**

\[ \text{PM} = a \times L^{1.5}, \text{where} \ L = \text{estimated KLOC} \]

5.3) **Bailey-Basili** model [5] is based on data collected by organization which captures its environmental factors and the differences among given projects

\[ E = 5.5 + 0.73 \times (\text{KLOC})^{1.16} \]  
(Bailey-Basili model)

5.4) \( E = 3.2 \times (\text{KLOC})^{1.05} \) (Boehm simple model)

5.5) \( E = 3.0 \times (\text{KLOC})^{1.12} \) (Boehm average model)

5.6) \( E = 2.8 \times (\text{KLOC})^{1.20} \) (Boehm complex model)

5.7) **Doty model**, published in 1977, is used to estimate efforts for Kilo lines of code (KLOC).

\[ E = 5.288 \times (\text{KLOC})^{1.047} \]  
(Doty model)

The definition of KLOC is important when comparing these models. Some models include comment lines, and others donot. Similarly, the definition of what effort (E) is being estimated is equally important. Effort may represent only coding at one extreme or the total analysis, design, coding, and testing effort at the other extreme. As a result, it is difficult to compare these models. There are a number of problems with using LOC as the unit of measure for software size. The primary problem is the lack of a universally accepted definition for exactly what a line of code really is. Another difficulty with lines of code as a measure of system size is its language dependence. It is not possible to directly compare projects developed by using different languages. Still another problem with the lines of code measure is the fact that it is difficult to estimate the number of lines of code that will be needed to develop a system from the information available at requirements or design phases of development. If cost models based on size are to be useful, it is necessary to be able to predict the size of the final product as early and accurately as possible. Finally, the lines of code measure places undue emphasis on coding, which is only one part of the implementation phase of a software development project.

VI. Theoretical background for effort and cost estimation based on function points[33]

Software cost estimation is the process of predicting the effort to be required to develop a software system. Most cost estimation models attempt to generate an effort estimate, which can then be converted into the project duration and cost. Effort is often measured in person months of the programmers, analysts and project managers. The software size is the most important factor that affects the software cost. There are mainly two types of software size metrics: source lines of code (SLOC) and FPs. SLOC is a natural artefact that measures software physical size but it is usually not available until the coding phase and difficult to have the same definition across different programming languages. FPs is an ideal software size metric to estimate cost since it can be obtained in the early development phase, such as requirement, measures the software functional size and is programming language independent. Calibrating FPs incorporates

6.1 Function Point

The function point metric (FP) proposed by Albrecht can be used effectively as a means for measuring the functionality delivered by a system using historical data. FP can then be used to estimate the cost or effort required to design, code and test the software. Predict the number of errors that will be encountered during testing and forecast the number of components and/or the number of projected source lines in the implemented system.

The steps for Calculating Function point metric is:

- Count total is calculated using Information domain and the weighting factor.
- The Value added factor is based on the responses to the following 14 characteristics, each involving a scale from 0 to 5 and the empirical constants
- Function point is the product of Count total and the Value added factor.
Thus Function points (FP) provide a measure of the functionality of a software product and is obtained using the following equation:

$$FP = \text{count-total} \times [0.65 + 0.01 \times \Sigma Fi]$$

Where the count-total is a summation of weighted input/output characteristics, and Fi is the summation of fourteen ranked factors.

Function point analysis is a method of quantifying the size and complexity of a software system in terms of the function that the system delivers to the user [33][39]. The function point approach has features that overcome many of the problems with using lines of code as a measure of size. First, function points are independent of the language, tools, or methodologies used for implementation. Second, function points can be estimated from requirements specifications or design specifications, thus making it possible to estimate development effort in the early phases of development. Since function points are directly linked to the statement of requirements, any change of requirements can be easily followed by an estimate. Third, since function points are based on the system user’s external view of the system, non-technical users of the software system have a better understanding of what function points are measuring. The method resolves many of the inconsistencies that arise when using lines of code as a software size measure. Function points can be used to estimate the relative size and complexity of software in the early stages of development – analysis and design – and gives the historical information and gives a more accurate view of software size. Number of external inputs (Els): Each El originates from a user or is transmitted from another application and provides distinct application-oriented data or control information. Inputs are often used to update internal logical files (ILFs). Inputs should be distinguished from enquires, which are accounted separately.

Number of external outputs (EOs): Each EO is derived within the application and provides information to the user. In this context, EO refers to reports, screens, errors, messages, and so on. Individual data items within a report are not counted separately. Number of external enquiries (EQs): Each EQ is defined in the application. Inputs result in the generation of some immediate software response in the form of an online output (often retrieved from an ILF). Number of ILFs: Each ILF is a logical grouping of data that resides external to the application’s boundary and is maintained via Els. Number of external interface files (EIFs): Each EIF is a logical grouping of data that resides external to the application but provides data that may be of use to the application. Organisations that use FP methods can develop criteria for determining whether a particular entry is simple, average or complex. Nonetheless, the determination of complexity is somewhat subjective. The function point metric (FP), first proposed by Albrecht [ALB79] can be used to:

- Estimate the cost or effort required to design, code and test the software.
- Predict the number of errors that will be encountered during testing.
- Forecast the number of components and/or the number of projected source lines in the implemented system.

Existing FP-oriented Estimation/Cost models From the Literature (33):

6.1.1 SEER-SEM ESTIMATION MODEL

SEER (System Evaluation and Estimation of Resources) is a proprietary model owned by Galorath Associates, Inc. SEER (SEER-SEM) is an algorithmic project management software application designed specifically to estimate, plan, and monitor the effort and resources required for any type of software development and/or maintenance project. SEER, referring to one having the ability to foresee the future, relies on parametric algorithms, knowledge bases, simulation-based probability, and historical precedents to allow project managers, engineers, and cost analysts to accurately estimate a project’s cost schedule, risk and effort before the project is started. This model is based upon the initial work of Dr. Randall Jensen. The mathematical equations used in SEER are not available to the public, but the writings of Dr. Jensen make the basic equations available for review. The basic equation, Dr. Jensen calls it the “software equation” is:

$$S_c = C_{ct} (Kt_d)^{0.5}$$

where, ‘S’ is the effective lines of code, ‘ct’ is the effective developer technology constant, ‘k’ is the total life cycle cost in man-years, and ‘td’ is the development time in years

6.1.2) Albrecht and Gaffney model

The Albrecht and Gaffney Model Albrecht-Gaffney model established by IBM DP Services Organization uses function point to estimate efforts. Albrecht and Gaffney give the function point counts and the resulting work-hours, which we call effort, for each project.
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E = 12.39 + 0.0545 FP Albrecht and Gaffney model (3)

6.1.3) Kemerer model
Kemerer model is a cost estimation model using function points and linear regression. Kemerer also developed a cost estimation model using function points and linear regression. The dependent variable, Effort, is measured in man-months where one man-month is 152 work-hours.

E = −37 + 0.96 FP Kemerer model (4)

6.1.4). SLIM ESTIAMTION MODEL
The Putnam model is an empirical software effort estimation model. The original paper by Lawrence H. Putnam published in 1978 is seen as pioneering work in the field of software process modelling. The SLIM estimating method was developed in the late 1970s by Larry Putnam of Quantitative Software Management [34, 35, 36]. SLIM Software Life-Cycle Model was developed by Larry Putnam [37]. SLIM hires the probabilistic principle called Rayleigh distribution between personnel level and time. It is one of the earliest of these types of models developed, and is among the most widely used. Closely related software parametric models are Constructive Cost Model (COCOMO), Parametric Review of Information for Costing and Evaluation – Software (PRICE-S), and Software Evaluation and Estimation of Resources – Software Estimating Model (SEER-SEM).

Putnam used his observations about productivity levels to derive the software equation:

\[ \text{LOC} = c K^{0.3} T^{1.3} \]

where:
- Size is the product size (whatever size estimate is used by your organization is appropriate). Putnam uses ESLOC (Effective Source Lines of Code) throughout his books.
- B is a scaling factor and is a function of the project size.
- Productivity is the Process Productivity, the ability of a particular software organization to produce software of a given size at a particular defect rate.
- Effort is the total effort applied to the project in person-years.
- Time is the total schedule of the project in years.

In practical use, when making an estimate for a software task the software equation is solved for effort:

\[ E = 0.054 \times FP^{1.353} \text{SMPEEM} \]

6.1.5) SMPEEM
Software maintenance size is discussed and the software maintenance project effort estimation model (SMPEEM) is proposed. The SMPEEM uses function points to calculate the volume of the maintenance function

\[ E = 0.054 \times FP^{1.353} \text{SMPEEM} \]

6.1.6) Matson, Barnett and Mellichamp model
A scatter-plot of the data (Fig. 5(a)) suggests that a linear relationship is present and we fit our initial model,

\[ E = 585.7 + 15.12 \text{ FP} \]

where the developmental effort is given in work-hours. Matson, Barnett and Mellichamp model [8] develop a software cost estimation model using function points

\[ E = 585.7 + 15.12 \text{ FP} \]

6.1.7) COCOMO ESTIMATION MODEL
The COCOMO is the most complete and thoroughly documented model used in effort estimation. The model provides detailed formulae for determining the development time schedule, overall development effort, effort breakdown by phase and activity, as well as maintenance effort. The model is developed in three versions of different levels of detail: basic, intermediate and detailed. The overall modelling process has three classes of systems: Embedded. This class of systems is characterised by tight constraints, changing environment and unfamilarsurroundings. Eg: aerospace, medicine etc. Organic: This category includes all the systems that are small relative to project size and team size, and have a stable environment, familiar surroundings and relaxed interfaces. These are simple business systems, data processing systems and small libraries. Semi-detached: The software systems under this category are a mix of those of organic and embedded nature. Some examples of software of this class are operating systems, database management systems and inventory managementsystems. B. The Constructive Cost Model (COCOMO) The Constructive Cost Model (COCOMO) is the well known software effort estimation model based on regression techniques. The COCOMO model was
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proposed by Barry Boehm in 1981 [2] and it is one of the most cited, best known, widely used and the most plausible of all proposed effort estimation methods. The COCOMO model uses to calculate the amount of effort then based on the calculated effort it make time, cost and number of staff estimates for software projects. COCOMO 81 was the first and stable model on that time. COCOMO II, was proposed and developed to solve most of the COCOMO 81 problems. The Post-Architecture Level of COCOMO II uses 17 cost drivers that they presents project attributes, programmer abilities, developments tools. The cost drivers and scale factors for COCOMO II are rated on a scale from Very Low to Extra High in the same ways in COCOMO 81.

A is the Multiplicative Constant, Size is the Size of the software measures in terms of KSLOC (thousands of Source Lines of Code, Function Points or Object Points). The scale factors (SF) are based on a significant source of exponential variation on a project’s effort or productivity variation.

6.1.8) COCOMO 81 (Intermediate COCOMO)

COCOMO 81 (Constructive Cost Model) is an empirical estimation scheme proposed in 1981 [29] as a model for estimating effort, cost, and schedule for software projects. These formula link the size of the system and Effort Multipliers (EM) to find the effort to develop a software system. In COCOMO 81, work is expressed as Person Months (PM) and it can be calculated as

\[ PM = a \times \text{Size}^b \times \sum_{i=1}^{15} \text{EM}_i \]

where, “a” and “b” are the domain constants in the model. It contains 15 effort multipliers. This estimation scheme accounts the experience and data of the past projects, which is extremely complex to understand and apply the same.

Cost drives have a rating level that expresses the impact of the driver on development effort, PM. These rating can range from Extra Low to Extra High. For the purpose of quantitative analysis, each rating level of each cost driver has a weight associated with it. The weight is called Effort Multiplier. The average EM assigned to a cost driver is 1.0 and the rating level associated with that weight is called Nominal.

6.1.9) COCOMO II

In 1997, an enhanced scheme for estimating the effort for software development activities, which is called as COCOMOII. In COCOMO II, the effort requirement can be calculated as:

\[ \text{Effort} = A \times [\text{SIZE}]^B \times \prod_{I=1}^{17} \text{EFFORT Multiplier} \]

Where \( B = 1.01 + 0.01 \times \sum_{J=1}^{5} \text{SCALE FACTOR} \)

Cost drives are used to capture characteristics of the software development that affect the effort to complete the project. COCOMO II used to predict effort and time and this larger number of parameters resulted in having strong co-linearity and highly variable prediction accuracy. This model uses LOC (Lines of Code) as one of the estimation variables. The COCOMO also uses FP (Function Point) as one of the estimation variables. COCOMO II models are still influencing in the effort estimation activities due to their better accuracy compared to other estimation schemes.

7. Proposed effort and cost estimation process in the author’s new approach

To compute Albrecht’s FPs, the following relationship is used

\[ \text{FP} = \text{count-total} \times (0.65 + 0.01 \times \sum_{i=1}^{14} \text{Fi}) \]

where count total is the sum of all FP entries as shown above. The Fi (i=1 to 14) have VAF. The 0.65 and 0.01 are empirically derived constants. The constant values in (1) and the weighing factors that are applied to information domain counts are determined empirically.

The proposed method presents a set of primary metrics and the mode to calculate the Lines of code, Function point and Person month are also discussed in the first layer. In the middle layer a fuzzy based proposed model for effort estimation is discussed, the enhancements proposed is grouping the fourteen GSCs into groups, first group is “System complexity” which consist of Data communication Complexity, Distributed Data Processing Complexity, Performance Complexity and Heavily used configuration Complexity, the average of the four weighted scores together gives the System complexity. Second group is “I/O complexity” which consist of Transaction rate Complexity, Online data entry Complexity, End user efficiency Complexity and...
Online update Complexity, and the third group is “Application complexity” which consist of Complex processing Complexity, Reusability Complexity, Installation Ease Complexity, Operational Ease Complexity, Multiple Sites Complexity, Facilitate Change Complexity. The grouping of the 14 GSC into groups simplifies the counting process and reduces the probability of errors while counting; this enhanced system focuses on minimizing the effort by enhancing the adjustments made to the functional sizing techniques. In the existing systems, the effort and cost estimation are more concentrated on the development of software systems and not much on the quality coverage. Hence the quality assurance for the effort estimation is proposed in this paper.

This paper discusses fuzzy classification techniques as a basis for constructing quality models that can identify the quality problems and this “Quality complexity” is added as the fourth group in the enhancement process. From the four groups, proposed value adjustment factor is calculated. The total adjustment function point is the product of unadjusted function point and the proposed value adjustment factor. In the Upper layer COCOMO II model computes effort as a function of program size, got from the middle layer, set of cost drivers, scale factors, Baseline Effort Constants and Baseline Schedule Constants. Empirical validation for software development effort multipliers of COCOMO II model is analyzed and the ratings for the cost drivers are defined. By adding new ratings to the cost drivers and scale factors and seeing that the characteristic behaviour is not altered, the developmental person month of our proposed model is obtained, also in the upper layer Intermediate COCOMO model computes effort as a function of program size, got from the middle layer and a set of cost drivers, also the effort multipliers of Intermediate COCOMO model is analyzed and the ratings for the cost drivers are defined. By adding new ratings to the cost drivers the developmental person month of our proposed model is obtained. It is observed that the effort estimated with COCOMO II and with Intermediate COCOMO is very much nearer to their respective planned efforts and the last component of the upper layer is the measures of the performance of software projects with its measurement indicators. The last component of this phase in our proposed model measures the performance of software projects with its measurement indicators. Thus our proposed model predicts the Effort and Cost of the software to be developed and performance of the software projects is measured for the software developed, also a comparative study is done between the existing (with the different models available for effort /cost Estimation from the literature) and proposed model taking HR and Hospital application as case studies.

VII. Experimental Research Setup And Results

1. Effort Estimation:

Function Points and the effort in person-months are computed for the HR application and Hospital application.

Table 1: Count total for Hospital and HR application

<table>
<thead>
<tr>
<th>InformationDomain Value</th>
<th>Hospital Application data</th>
<th>HR Application data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Weighing factor</td>
</tr>
<tr>
<td>External Inputs (EIs)</td>
<td>33</td>
<td>03(Simple)</td>
</tr>
<tr>
<td>External Outputs (EOs)</td>
<td>03</td>
<td>04(Simple)</td>
</tr>
<tr>
<td>External Inquiries (EQs)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Internal Logical Files (ILFs)</td>
<td>02</td>
<td>07(Simple)</td>
</tr>
<tr>
<td>External Interface Files (EIFs)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Count Total ...........&gt;</td>
<td>125</td>
<td>88</td>
</tr>
</tbody>
</table>

Table 2: Below is our proposed model Factor Value for Hospital application and HR application are given.

<table>
<thead>
<tr>
<th>System Complexity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Communication</td>
<td>0</td>
</tr>
<tr>
<td>Distributed Data Processing</td>
<td>0</td>
</tr>
<tr>
<td>Performance</td>
<td>1</td>
</tr>
<tr>
<td>Heavily used configuration</td>
<td>0</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>I/O Complexity</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transaction rate</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>On-line data entry</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>End User Efficiency</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>On-line update</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Application Complexity</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex Processing</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Reusability</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Installation Ease</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Operational Ease</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Multiple sites</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Facilitate Change</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quality Complexity</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of requirements (for our model)</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

\[\text{FP Estimated} = \text{Count total} \times [0.65 + 0.01 \times (\sum Fi)]\]

- FP Estimated for Existing (Hospital application) = 125 \times [0.65 + 0.01 \times 103.75] = 103.75 FP
- FP Estimated for Existing (HR) = 88 \times [0.65 + 0.01 \times 40] = 92.4 FP
- FP for the Proposed model (Hospital application) = 125 \times [0.65 + 0.01 \times 4.91] = 87.39 FP
- FP for the Proposed model (HR) = 88 \times [0.65 + 0.01 \times 9.0] = 65.12 FP

Assuming Productivity for VB/Oracle is 15hrs/Function Point

- Effort for the Existing model (Using Hospital application) is 1556.25 person hours
- Effort for the Existing model (HR) is 1386 person hours
- Effort for the proposed model (Hospital application) is 1310 person hours
- Effort for the proposed model (HR) is 976.8 person hours

Assuming a person works for 8.5hrs/day and 22 days a month, the effort obtained for the existing and proposed are:

- Effort for Hospital application in person month is 8 approximately.
- Effort for HR in person month is 8 approximately.
- Effort for the proposed model for Hospital application in person month is 7 approximately.
- Effort for the proposed model for HR in person month is 7 approximately.

3. Cost Estimation for HR application using Intermediate COCOMO:

<table>
<thead>
<tr>
<th>Table 3: Planned effort for HR application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis Phase</td>
</tr>
<tr>
<td>Design Phase</td>
</tr>
<tr>
<td>Construction Phase</td>
</tr>
<tr>
<td>Testing</td>
</tr>
<tr>
<td>Project Planning</td>
</tr>
<tr>
<td>Project tracking</td>
</tr>
<tr>
<td>Software Quality Assurance</td>
</tr>
<tr>
<td>Configuration Management</td>
</tr>
<tr>
<td>Project Documentation</td>
</tr>
<tr>
<td>Reviews</td>
</tr>
<tr>
<td>Training</td>
</tr>
<tr>
<td>Inter group coordinal</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
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COST ESTIMATION USING INTERMEDIATE COCOMO FOR HR Application:
KSLOC = FP * Multiplication Language Factor
- KSLOC (Using Albrecht method) = 92.4 * 29 = 2679.6/1000 = 2.6 KSLOC
- KSOLC (Our proposed model) = 65.12 * 29 = 1888.48/1000 = 1.8 KSLOC

Nominal Person Month = Effort Factor * KSLOC ^ Effort Exponent (project belong to Semi-detached Mode)
- Nominal Person Month (Existing) = 3 * 2.6 ^ 1.12 = 8.7 PM
- Nominal Person Month (our proposed model) = 3 * 1.8 ^ 1.12 = 5.7 PM

Total Planned Efforts, in terms of Person Month for HR application is 121.6/170 = 0.72

By selecting minimal ratings for product and computer attributes and maximum ratings for Personnel and Project attributes, Effort Multipliers (selecting values from cost drivers) 0.75 * 0.7 * 0.9 * 0.95 * 0.82 * 0.83 * 1.1

Developmental PM = Nominal Person Month * TEM
- Developmental PM (Albrecht) = 8.7 * 0.2 = 1.74
- Developmental PM (our Proposed model) = 5.7 * 0.2 = 1.14

After trimming the cost drivers of Intermediate COCOMO for existing and proposed, TEM is 0.025, hence
- Developmental PM = 8.7 * 0.025 = 0.5
- Developmental PM = 5.7 * 0.025 = 0.6

From the above result it shows with the trimming of cost drivers, the developmental person for both existing and proposed is nearer to planned effort than the Nominal person month. Also we find that our proposed model value is much nearer to planned effort than the existing method.

COST ESTIMATION USING COCOMO II FOR HR APPLICATION:
KSLOC = FP * Multiplication Language Factor
- KSLOC (Using Albrecht method) = 92.4 * 29 = 2679.6/1000 = 2.6 KSLOC
- KSOLC (Our proposed model) = 65.12 * 29 = 1888.48/1000 = 1.8 KSLOC

Nominal Person Month = A (Size) ^ B
- Nominal Person Month (Existing) = 2.94 * (2.6) ^ 0.91 = 7.01 PM
- Nominal Person Month (our proposed model) = 2.94 * (1.8) ^ 0.91 = 5.02 PM

Total Planned Efforts, in terms of Person Month for HR application is 121.6/170 = 0.72

By selecting the Effort Multiplier for existing and proposed(0.82 * 0.90 * 0.87 * 1.0 * 1.0 * 1.0*1.0*0.87 * 0.85 * 0.88 * 0.90 * 0.88 * 0.91 * 0.91 * 0.90 * 0.80 * 1.0)

PM (Albrecht) = 2.94(2.6)^0.97 *0.1843 = 1.34
PM (our proposed model) = 2.94(1.8)^0.97 *0.1843 = 0.94

After trimming the Effort Multiplier for existing and proposed(0.8*0.9*0.8*1.0*1.0*1.0*0.8*0.8*0.8*0.9*0.8*0.7*0.8*1.0)
PM = 2.94(2.6)^0.97 *0.1 = 0.74
PM = 2.94(1.8)^0.97 *0.1 = 0.52

From the above result it shows with the trimming of the effort multiplier, the effort in person month for both existing and proposed is nearer to planned effort than the Nominal person month.

- E = 5.2 x (KLOC)^0.91 (Walston-Felix model)
- PM = a L 1.5 (Nanus& Farr)
- E = 5.5 + 0.73 x (KLOC)^1.16 (Bailey-Basili model)
- E = 3.2 x (KLOC)^1.86 (Boehm simple model)
- E = 3.0 x (KLOC)^1.2 (Boehm average model)
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- \( E = 2.8 \times (\text{KLOC})^{1.20} \) (Boehm complex model)
- \( E = 5.288 \times (\text{KLOC})^{0.87} \) (Doty model).

Table 4: Effort Estimation using Albrecht’s FP and Proposed FP

<table>
<thead>
<tr>
<th>Different model for Effort Estimation using LOC</th>
<th>Using Albrecht’s FP</th>
<th>Author’s Proposed FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walston-Felix</td>
<td>12.41</td>
<td>8.88</td>
</tr>
<tr>
<td>Nanus &amp; Farr</td>
<td>8.38</td>
<td>5.80</td>
</tr>
<tr>
<td>Bailey-Basili</td>
<td>7.71</td>
<td>6.94</td>
</tr>
<tr>
<td>Boehm simple</td>
<td>8.73</td>
<td>5.93</td>
</tr>
<tr>
<td>Boehm average</td>
<td>8.75</td>
<td>5.56</td>
</tr>
<tr>
<td>Boehm complex</td>
<td>8.81</td>
<td>5.67</td>
</tr>
<tr>
<td>Doty model</td>
<td>14.38</td>
<td>9.79</td>
</tr>
</tbody>
</table>

Existing FP-oriented Estimation/Cost models From the Literature

- \( S_e = C_{te}(K_{td})^{0.5} \) SEER-SEM ESTIMATION MODEL
- \( E = 12.39 + 0.0545 \text{FP} \) Albrecht and Gaffney model
- \( E = -37 + 0.96 \text{FP} \) Kemerer model
- \( \text{LOC} = c K^{0.7} T^{1.3} \) Putnam model
- \( E = 0.054 \times \text{FP}^{1.35} \) SMPEEM
- \( E = 585.7 + 15.12 \text{FP} \) Matson, Barnett and Mellichamp model
- \( \text{PM} = a \times \text{Size} b \times \sum \text{EM}_i \) Intermediate COCOMO
- \( \text{Effort} = A \times [\text{SIZE}]^{0.3} \times \prod \text{EFFORT Multiplier} \) COCOMO II
  \[ I=1 \text{ to } 17 \]

Where \( B = 1.01 + 0.01 \times \sum \text{SCALE FACTOR} \)

\[ J=1 \text{ to } 5 \]

Table 5: Cost Estimation Using Albrecht’s FP and Proposed FP

<table>
<thead>
<tr>
<th>Different model for Cost Estimation using FP</th>
<th>Using Albrecht’s FP</th>
<th>Author’s Proposed FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albrecht and Gaffney model</td>
<td>17.37</td>
<td>15.91</td>
</tr>
<tr>
<td>Kemerer model</td>
<td>51.7</td>
<td>25.52</td>
</tr>
<tr>
<td>SMPEEM</td>
<td>24.66</td>
<td>15.36</td>
</tr>
<tr>
<td>Matson, Barnett and Mellichamp</td>
<td>1982.788</td>
<td>1570.31</td>
</tr>
<tr>
<td>Intermediate COCOMO</td>
<td>1.74 (0.72is planned effort)</td>
<td>1.14 (0.72 is planned effort)</td>
</tr>
<tr>
<td>With trimmed cost drivers of Intermediate COCOMO</td>
<td>0.5 (0.72is planned effort)</td>
<td>0.6 (0.72is planned effort)</td>
</tr>
<tr>
<td>COCOMO II</td>
<td>1.34(0.72is planned effort)</td>
<td>0.94(0.72is planned effort)</td>
</tr>
<tr>
<td>With trimmed Effort Multiplier of COCOMO II</td>
<td>0.74(0.72is planned effort)</td>
<td>0.52(0.72is planned effort)</td>
</tr>
</tbody>
</table>

Table 6: VAF and FP for the Existing and Proposed Applications

<table>
<thead>
<tr>
<th>Performance Indicators</th>
<th>Hospital Application</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Existing</td>
<td>Proposed</td>
<td>Existing</td>
<td>Proposed</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VAF</td>
<td>18</td>
<td>06</td>
<td>1.05</td>
<td>0.735</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>104FP</td>
<td>89FP</td>
<td>92.4FP</td>
<td>64.68FP</td>
</tr>
<tr>
<td></td>
<td>Effort Estimation</td>
<td>8.0</td>
<td>7.0</td>
<td>8.0</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>Project Duration</td>
<td>158days</td>
<td>136 days</td>
<td>163 days</td>
<td>141 days</td>
</tr>
<tr>
<td></td>
<td>Schedule Predictability</td>
<td>-10.2% (underrun)</td>
<td>-11.6% (underrun)</td>
<td>-7.4% (underrun)</td>
<td>-8.8% (underrun)</td>
</tr>
<tr>
<td></td>
<td>Requirements Completion Ratio</td>
<td>75%</td>
<td>75%</td>
<td>87.5%</td>
<td>87.5%</td>
</tr>
<tr>
<td></td>
<td>Post-Release Defect Density</td>
<td>3.8 per 100 FP</td>
<td>3.3 per 100 FP</td>
<td>4.3 per 100 FP</td>
<td>3.1 per 100 FP</td>
</tr>
</tbody>
</table>
VIII. Conclusion & Future Scope

The grouping of the 14 GSC into groups is to simplify the counting process and reduces the probability of errors while counting; this enhanced system focuses on minimizing the effort by enhancing the adjustments made to the functional sizing techniques. In the existing systems, the effort and cost estimation are more concentrated on the development of software systems and not much on the quality coverage. Hence, the proposed model ensures the quality assurance for the effort estimation. This paper presents fuzzy classification techniques as a basis for constructing quality models. Empirical validation for software development effort multipliers of COCOMO II model is analyzed and the ratings for the cost drivers are defined. By adding new ratings to the cost drivers and scale factors and seeing that the characteristic behaviour is not altered, the developmental person month of our proposed model is obtained, and also the effort multipliers of Intermediate COCOMO model is analyzed and the ratings for the cost drivers are defined. By adding new ratings to the cost drivers and seeing that the characteristic behaviour is not altered, the developmental person month of our proposed model is obtained. It is observed that the effort estimated with COCOMO II and Intermediate COCOMO are very much nearer to their respective planned efforts; with our proposed cost model minimal effort variance can be achieved by predicting the cost drivers for computing the EAF.

The software size is the most important factor that affects the software cost. There are mainly two types of software size metrics they are LOC and FPs. LOC is a natural artefact that measures software physical size but it is usually not available until the coding phase and difficult to have the same definition across different programming languages and paper presents that FP is an ideal software size metric to estimate cost since it can be obtained in the early development phase. Hence this type of Estimation may be recommended for the software development. In this paper we have also altered the ratings of the cost drivers of the COCOMO II and intermediate COCOMO and by adding the new rating the existing characteristic of the model is not altered. By tailoring the value of the cost drivers, the total effort multiplier is obtained. From the enhanced adjustment factor, the altered rating of the cost driver, Scale Factors, Effort and Schedule Constants, the effort of the software project in person month is obtained. It is found that the obtained person month is very much nearer to the planned effort. In this paper the obtained Albrecht’s FP and Authors FP for HR application are given to the available LOC and FP oriented models and comparative analysis is done.
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