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ABSTRACT:Evolutionary algorithms are an effective approach for solving complex optimization problems in 

various fields. This paper presents a survey about genetic, differential evolution, evolution strategies, and 

estimation of distribution algorithms. Pseudo-code and the basic flow chart of each algorithm are listed. Also, 

the improvement and hybridization of these algorithms are shown.  The famous applications that are solved by 

these techniques are listed. The advantages and limitations of algorithms are presented. 
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I. INTRODUCTION 

Metaheuristics algorithms are used for almost all engineering research fields. One of the most used 

families of metaheuristics is evolutionary computation(EC),these computations are inspired by population 

biology, genetics, and evolution. An algorithm from EC is called the evolutionary algorithm(EA). Evolutionary 

algorithms(EAs) are used for solving and dealing with very complex optimization problems, especially for non-

deterministic polynomial time problems(NP). EAs don’t require any prior knowledge about the structure of the 

problem, so these deal with the objective function as a black box at the beginning. They don’t need to calculate 

the gradient or a Hessian matrix to find the optimum solution which allows us to handle problems with 

discontinuities. They used to get some information about the problem structure by generating a candidate 

solution and apply into the objective function to get the fitness value, this value is used to resample a better 

solution until meeting the stopping criteria[1].EAs are population-based algorithms that deal with noisy data, 

and also they deal with multiobjective optimization problems(MOOP). This paper is concentrated on the most 

popular main EAs like a genetic algorithm(GA), evolutionary strategy(ES), differential evolution(DE). 

 

 
Fig. 1 Searching Methods 

 

 

II. EVOLUTIONARY  ALGORITHMS  

EA is a stochastic search algorithm, it’s a subclass of EC, Fig 1 shows EAs as one of the searching 

methods. First, generate a random population, then make iterations over three steps. The first step evaluates the 

fitness functions of all individuals in a population. Fig 2 represents the basic definitions for EAs.The second 

step, use fitness values from the first step to breed a new population of children. The third step joins parents 
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with children to generate the next generation population. Algorithm 1 represents the pseudocode evolutionary 

algorithms. Evolutionary algorithms types are different from each other by how they perform Breed and Join. 

The Breed is divided into two parts. The first part is selecting parents from the old population and the second 

part is mutating,recombining,and crossover them in some way[2]. 

 

III. GENETIC ALGORITHMS 

The genetic algorithm is the most popular evolutionary algorithm, it was first proposed by Holland in 

1970[3], GA uses recombination and mutation operators to get the solution to the problem, the solution is 

represented as a binary string each bit refers to the gene.A segment decoding function donates the i-th segment 

of an  

individual.In GA we have a  population of individuals (chromosome). Solving the problem using the 

objective function, and testing the solution gives the fitness value. This value is measuring the solution 

quality.The good fitness value the better chance to be selected by the next generation. GA has three main 

operators: Selection(new solution generated  depends on the fitness value since of probability ). crossover(parts 

of solutions exchanged between two solutions selected to crossover ), and  mutation(the value of a particular bit 

of binary string or gene changed based on probability). Fig 3 represents the basic flow chart of GA. Algorithm 2 

shows the pseudocode of GA[4]. 

 

 
 

Fig. 2 The basic definitions of EAs 

 

 

The advantages of GA are: 

1. Using only information of objective function no need to derivative. 

2. Support multi-objective optimization problems. 

3. Robust to local minima or maxima (traps). 

4. Easy to parallelize. 

5. Working good for both continuous and discrete problems. 

  

The limitations of GA: 

1. The convergence of algorithms can be too fast or too small. 

2. The quality of solution depends on selecting the parameters such as crossover, mutation, probability, size of 

population. 

3. Cannot guarantee optimality. 
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Fig. 3 The basic flow chart of GA 

 

 
 

Applications of GA: GA has enormous real world application such:Network Routing Protocol [5],CNN 

Architectures Using the Genetic Algorithm for Image Classification [6],using GA algorithms for optimizing 

machine learning models [7],GA application to optimization of AGC in three-area power system after 

deregulation [8] ,GA- based feature selection with application in handwritten character recognition [9]. 
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IV. EVOLUTION STRATEGIES 

  Evolution strategies (ESs) were published by Rechenberg in 1973[10].ESs have differences compared 

to GA. In ESs the fitness values are not the decisive factor as in GA, the new generation size is not the same as 

the parent size but it depends on the two parameters (λ, µ).ESs operate on floating point vectors while GA 

operates on binary vectors. Also, the is another major difference between ES and GA in the selection process. In 

GA a certain number of individuals from the parent size is selected for the new population, but in ES it depends 

on parameters so when a sampling individual occurs during the selection process, the selection process in ES is 

deterministic unlike GA. In ES, the recombination process occurs first then selection, unlike GA. The crossover 

process may or may not be applied, so may only apply the mutation operator as shown in Fig 4. 

 

 
Fig. 4 The basic flow chart of  ES 
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There are many types of ES: the first algorithm is a strategy (1+1), in this algorithm, we have only one base 

chromosome, in each iteration, a new individual one will be generated as a result of mutation. The second 

algorithm is an extension of (1+1) is (λ + µ), this strategy has a larger number of  individuals to get more 

diverse solutions to avoid local minima or maxima, at first starts with the parent population containing mu 

individuals with λ ≥ µ a temporary population created by reproduction. The third algorithm is the strategy µ, λ) 

which is more used than (µ, λ)but it has the same operations except that the new population contains µ 

individuals selected from the best µ individuals of the population [11]. Algorithm 3 represents the pseudocode 

of ES. 

 

The advantages of ES are: 

1. Only need the objective function to evaluate. 

2. Good for noisy data . 

3. Get diversity solutions. 

4. Used to approximate covariance and inverse hessian matrix. 

5. Working well for noisy data. 

6. Can access more points in search space. 

 

The limitations of ES: 

1. Need more time for convergence. 

2. The quality of solution depends on selecting the 

parameters such as crossover, mutation, probability, size of population. 

3. Need more memory to represent floating vectors. 

 

Applications of ES: can be used for system parameter estimation[12],also can use evolution strategy with trust 

region called Trust Region Evolution Strategies [13],A Modified Covariance Matrix Adaptation Evolution 

Strategy for Real-World Constrained Optimization Problems[14]. 
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V. DIFFERENTIAL EVOLUTION 

Differential evolution(DE) was published by Storm in 1996 at IEEE international conference in 

evolutionary computation[15]. The total number of citations of DE has been approximately 22000 since 1996. 

DE is an evolutionary computation technique designed for multi-dimensional spaces.DE has two phases. First 

phase deals with the initialization of the population randomly.The second phase deals with the evolutionary 

behavior as mutation, crossover, and selection processes. The size of the mutation is depending on the current 

variance of the population. If the population is wide the mutation will make a large change. If they are concise 

in a region, the mutation will be very small[16]. The DE is considered an adaptive mutation algorithm.Mutation 

phase begins by taking a candidate solution from the population, then the algorithm takes three candidate 

solutions, after that calculate Vd , it then creates mutant vector Vm by adding the third vector to λVd where λ is 

a scaling factor.Fig 5 represents the behavior of DE.The crossover phase uses to maintain population diversity, 

DE generates a candidate solution which is a mixture between trail and target individual . Where Cr is the 

crossover factor and the value is in range(0, 0.51). The selection process is used to compare the values of target 

and candidate individuals for population selection. apply these individuals to the fitness function and take the 

best one as .Fig 6 represents the basic flow chart of DE.Algorithm 4 represents the Pseudocode of DE. 

 

 
 

Fig. 5 Difference and mutant vectors.The dashed 

line represents the contours of an objective function 

 

The advantages of DE are: 

1. Easy to use,efficient memory utilization and low complexity. 

2. Scaling factor),crossover rate and population size are only the control parameters for conical DE. 

3. Can exit local minima with reasonable rate of convergence. 

4. Heavily used for the exploration phase. 

5. Good for multi-modal,multi-objective optimization  problems. 
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Fig. 6 The basic flow chart of Differential evolution. 

 

The limitations of DE are: 

1. New siblings may have worse fitness than parents. 

2.  Can tune parameters to make equilibrium between exploration and exploitation phase but, it’s not a    good 

algorithm for the exploitation phase. 

3. Don’t work well for noisy optimization tasks [17]. 

 

Applications of DE: DE is used for many real life problems. Can use DE for automatic data stringing [18]. It is 

used for multi-modal multi-objective problems in reinforcement learning [19]. Als it has a good potential for 

image processing and AI applications as COVID-19 classification from CT images using multi objective 

differential evolution-based convolution neural networks[20]. 
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VI. ESTIMATION OF DISTRIBUTION ALGORITHM 

Estimation of distribution algorithms (EDAs) was published by H. M¨uhlenbein in 1996 [21] Have 

been used for global optimization. This family of algorithms is much different compared to traditional EAs. 

There aren’t any crossover or mutation operators, but EDA builds probabilistic modeling of good solutions in 

the searching space. After that, the new candidate solutions are chosen by the sampling of the model that 

extracted global statistical information. EDA uses reproduction techniques to find better solutions. These 

techniques are explained by the probabilistic model. There are two major branches of continuous EDAs. One is 

based on the Gaussian distribution model which is mostly used and the other model is based on histogram 

models. In the majority of research EDA is used for low dimensional (< 500) dimensions[22].Fig 7 represents 

the basic flow chart of EDA. Algorithm 5 represents the basic Pseudocode of EDAs. 

 

 
 

Fig.7  The basic flow chart of EDA 
 

EDAs are categorized by the types of distribution that can encode. The first category of EDA is called 

Univariant models which is one of the simplest approaches to assume that the problem variables are 

independent. So that assumption means that the probability of any individual variable has not depended on any 

other variable as shown in Fig 8. Univariatemodel decomposes the probability of a candidate solution. 
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  Tree based model is the second categorical of EDAs in which the conditional probability of availability 

may only depend on at most one other variable, its parent in a tree structure. Mutual information maximizing 

input clustering (MIMIC) uses a chain distribution to model interaction between variables. This works by using 

promising populations to calculate the mutual information between all pairs of variables, then starting with 

variables with minimum conditional entropy. After that the chain is added to a variable with maximum  mutual 

information. This process is repeated until all variables are finished. The final tree contains only a single chain 

dependency with each parent consisting of only one child. If the model is completed the conditional probability 

of each parent is a calculation from the promising solutions. The new population solutions are generated by 

sampling the probability distribution functions by model [23]. 

 

 
Fig.8  Examples of graphical models produced by 

different EDAs. 

 

The advantages of EDAs are: 

1. The ability to adapt their operators to the structure of the problem which has dynamically changed the model 

type while solving a problem. 

2. Good for problems with some prior knowledge exploitation for example Bayes statistics can be used to bias 

model building in EDAs which lead to global optimum towards probabilistic models. 

3. Reduced memory requirement which replaces current solutions by a probabilistic model. This allows us to 

solve large problems. 

 

The limitations of EDAs: 

1. More time consuming compared to simple search operators like tournament selection and two point 

crossover. 

2. Sometimes it’s difficult to adequate a probabilistic model, because many algorithms uses greedy techniques. 

 

 
Fig.9 Number of papers for each optimization 

algorithms with its field. 

VII.  SUMMARY 

  The Fig 9 displays the number of papers published for four different algorithms (Genetic Algorithms, 

Evolutionary Strategies, Differential Evolution, and Estimation of Distribution Algorithms) across four different 

fields (Computer Science, Mathematics, Engineering, and Others). The height of each bar represents the number 

of papers published for the corresponding algorithm and field. The number of papers is displayed above each 

bar to facilitate easy comparison between the different fields and algorithms. The figure clearly shows that 
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Genetic Algorithms and Evolutionary Strategies have been the most popular algorithms, with the majority of 

papers published in the field of Computer Science. 

 

VIII. CONCLUSION  

 This survey provided an overview of some evolutionary algorithms and their real-world applications. 

The pseudo-code implementation and the main properties of each algorithm are discussed. Many real-world 

applications are solved efficiently by evolutionary algorithms, as demonstrated in this paper. But real-world 

problems need new algorithms and hybridization between old ones to get more efficient techniques. Overall, this 

paper provides a valuable resource for researchers and practitioners who are interested in understanding and 

applying these algorithms in their work. 
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